A Multi-Level TAG Approach to Dependency

Mark Dras
Inst. for Research in Cognitive Science
University of Pennsylvania
Suite 400A, 3401 Walnut Street
Philadelphia, PA 19104-6228
madras@ i nc. ci s. upenn. edu

David Chiang, William Schuler
Computer and Information Science Dept.
University of Pennsylvania
Philadelphia, PA 19103
{schul er, dchi ang}@i nc. ci s. upenn. edu

Abstract

This paper looks at integrating dependency and constituency into a cofrancework, using
the TAG formalism and a different perspective on the metagrammar of (D288) in which the
meta level models dependencies and the object level model constituencjranhésvork gives
consistent dependency analyses of raising verbs interacting with bedgg golving a problem in
Synchronous TAG. And in a completely different area, the framework gippsopriate analyses
of subject-auxiliary inversion; moreover, in doing this, a neat reptatien of case assignment
falls out of the analyses. This and other evidence suggests the imegodtdependency and
constituency is a useful avenue to explore.

1 Introduction

1.1 Background

English-language linguistics has long been dominated &gngrar formalisms based on constituency.
However, dependency-based formalisms have a long histagyably longer than constituency gram-
mars. They also have a strong body of work in modern times ggaans such as (Tesniere, 1959),
(Sgall etal., 1986) and (Mel'tuk, 1988); and there is nomething of a resurgence of interest in them
in the English-speaking world—in particular, in combinitig two in some way to take advantage of
both.

The use of insights from dependency grammars for Englistbeamouped into three broad categories.
First, there are practical applications that just use dagecy to achieve their ends: for example, the
statistical parsing of (Magerman, 1995) and others whi@s ulependency relations between words;
the translation methodology of (Palmer, Rosenzweig, a8 1998); the multilingual generation
of (lordanskaja et al., 1992); and so on.

Second, there are systems and formalisms which are ‘augdidnt selecting aspects of dependency
and incorporating them into constituency, and vice versis fias a long history as well: the modistic



school of grammar of Paris in the late 13th and 14th centunwich was the school from which the
notion of government originated (Covington, 1984), wasradamentally dependency-based formal-
ism} but several of its proponents acknowledged that constifuems necessary to handle aspects of
language like conjunction, sentence embedding, and impatgonstructions. More recent attempts
include the work of Gladkij (1980) on Eastern European laggps, reported by Mel'Cuk (Mel'Cuk
and Pertsov, 1987). In the other direction, and more regeAtiney (1995) describes a technique
of robust parsing, ‘chunking’, which partially groups werithto constituents and then joins these by
dependency links; his work covers both a theoretical fotiod&or this combination based on psy-
cholinguistic and prosodic evidence, and a system for boosdrage parsing. Other robust parsing
systems, such as those based on supertags (Srinivas, €89 e viewed as operating similarly. And
on the formal side, Hudson'’s (1976) daughter-dependerayigiar adds dependency to constituency;
and more generally, the notions of government and of headsrddtruction have been adapted from
dependency grammar into standard Chomskyan analysesndobil970).

Finally, there are attempts to integrate constituency ambddency into a single formalism. Early
in the recent prominence of constituency-based linggis@Baifman (1965) and Hays (1964) express
dependency grammars using phrase structure rules, andtrdstmselves only to projective depen-
dency grammars showing that these are weakly equivalent to context-freengiars. Then, as part
of the Transformational Grammar program, there were prpde use dependency grammars, rather
than context-free or context-sensitive grammars, as the tka transformational grammar (Robinson,
1970; Vater, 1975), on various grounds including that ival a neater description of, for example,
case phrases than a phrase-structure grammar does (Amd#®3d), and that it is a weaker theory
(Hays, 1964). This was criticized in, for instance, (Bad®79), who notes that it is difficult to deter-
mine what should be the ultimate head of the sentence, glthitne determination of the distinguished
symbol in phrase structure grammars, and later headedrassbeen the subject of similar discussion.
He also notes that, given the result of (Peters and RitcBig3)l where transformations are shown to
make Transformational Grammar unrestricted in formal potie base is actually not significant as it
is dominated by the transformations. It is, however, irttiing to note that some incarnations of Chom-
skyan theory have a D-Structure component which has piepejtite similar to those of dependency
grammar: e.g. “We have been tacitly assuming throughoutDketructure is a ‘pure’ representation
of theta structure, where all and only theoositions are filled by arguments.” (Chomsky, 1986); c.f.
the labeled dependency structures of (Mel'€uk, 1988)chvlaire structures representing headedness
and arguments.

In this paper we explore an integration of formalisms intamemon framework in the spirit of this
last type of melding of constituency and dependency grarmmar

Tree Adjoining Grammar (TAG) is a good candidate for suchaanfework. Although it does not in-
trinsically say anything about dependency, TAG assidgrévation treego sentences which are com-
monly interpreted as dependency structures (Rambow arnil, I897). However, many cases have
been pointed out for which TAG derivation trees do not susftdly capture linguistic dependencies
(Becker, Joshi, and Rambow, 1991; Schabes and Shieber, R@@4bow, Weir, and Vijay-Shanker,

1This use of a dependency formalism was fairly common befmee20th-century focus on English, and here could be
seen as a natural consequence of the fact that the modstimgairians studied the relatively free word order syntavadiii-
Mel'€uk (1988) comments that constituency-based forsmadi only came to be seen as natural ways to describe language
because of the English-language focus, and resulting fixed arder bias, of much of modern linguistics.

2Roughly, an arc representing a relation between two werdsd its dependeny is projective if, for every wordy
betweenc andy, w is a dependent (immediately or transitively):ofa grammar is projective if all of its arcs are projective.
More precise definitions are found in the original Lecerfd¢éd, 1960) and the more frequently quoted Robinson (Ralins
1970). Some natural language phenomena, however, suchglistBmh-extraction and clitic climbing in Romance, are
known to require non-projective analyses.



1995). Schabes and Shieber (Schabes and Shieber, 19%&xr&we standard notion of TAG derivation
to better match derivation trees to dependencies, but niss still remain.

A related line of research in finding such a framework has ledéormalisms which are more pow-
erful than TAG, like set-local multicomponent TAG (Weir, &9, V-TAG (Rambow, 1994), and most
recently, D-tree Substitution Grammar (Rambow, Weir, afjdyvShanker, 1995). These have been
quite successful, but their added formal power makes thene dhifficult to process.

Yet another line of research has focused on squeezing as stracly generative capacity as possible
out of weakly TAG-equivalent formalisms (see, for examfleshi, 2000) on what it means to extract
more strong generative capacity out of a formalism withaateasing its weak generative capacity):
tree-local multicomponent TAG (Weir, 1988), nondirecibcomposition (Joshi and Vijay-Shanker,

1999), and segmented adjunction (Kulick, 2000). We follbig approach.

1.2 Multi-level TAGs

Problems related to the mismatch of TAG derivations anduistgc dependencies arise for syn-

chronous TAG as defined in (Shieber, 1994), because mappmegsmduced by isomorphisms be-

tween derivation trees. Therefore, just as TAG’s abilitydescribe dependencies is limited by its

strong generative capacity, synchronous TAG’s abilityefirce mappings is as well. These limitations

are serious in practice, both for translation (Shieber4l@®d paraphrase (Dras, 1999). Dras (Dras,
1999) showed that these difficulties could be resolved byiflacof ameta-level grammar.

A TAG is generally thought of as a set of elementary trees iwb@mbine by substitution and adjunc-
tion to form aderived tree The process of combining the elementary trees togethec@ded in a
derivation tree

Let us refine this view somewhat. Weir (1988) showed that #évation trees of a TAG can be
generated by a context-free grammar. We can therefore thitile derivation process as the building
up of a context-free derivation tree, followed by the apmtiien of ayield functionf ;, dependent on
the grammar, to produce a derived tree.

Now, since a TAG yield function maps from trees to trees, imgtlprevents us from applying more
than one of them. A&-level TAG(Weir, 1988) hag yield functionsf ¢, f ¢, ..., f za) (dependent on
grammarss, G’, ... G¥)) which apply successively to trees generated by a contegtgrammar.

In the case of 2-level TAG, we call the meta-level grammafor meta-grammarandG’ the object-
level grammay because the meta-level grammar generates the derivaties for the object-level
grammar. Aregular form 2-level TAGRF-2LTAG) is a 2-level TAG whose meta-grammar is in the
regular form of (Rogers, 1994). Since the object-levelvdgidon trees will then form a recognizable
set, RF-2LTAG is weakly equivalent to TAG (Dras, 1999).

In synchronous RF-2LTAG (Dras, 1999), mappings are indigeidomorphisms between meta-level
derivation trees. Even though RF-2LTAG is weakly equivalenTAG, its extra strong generative
capacity enables synchronous RF-2LTAG to generate morgimggp than synchronous TAG can
(Chiang, Schuler, and Dras, 2000).

In this paper we seek to use this extra strong generativecitgia better describe linguistic depen-
dencies. To do this, we interpret the meta-level derivatieas as dependency structures, instead of
the object-level derivation trees as in (Dras, 1999; Chi@uahuler, and Dras, 2000). In doing this,
our approach has similarities to the use of dependency geasas a base for transformational gram-
mars, in that a dependency representation and a constituepesentation are related by TAG yield
functions on the one hand and transformations on the otlwevekter, our approach is computationally



tractable, and, moreover, can be seen as integrating theefwesentations into a single multidimen-
sional structure, in the sense of Rogers (1997).

We discuss the formal details below, in Section 2, and themedmguistic applications of this combi-
nation of dependency and constituency in Section 3.

2 Theformalism

21 TAGs

ATAG is atuple of(X, NT, 1, A, F,V,S) whereX is a set of terminal symbolsyT is a set of non-
terminal symbols] and A are sets of initial and auxiliary elementary treEds a finite set of features,
V is a finite set of feature values, ail C NT is a set of distinguished symbols, respectively.
Elementary trees are trees whose internal nodes are |lalvéledymbols fromN7’, and whose leaf
nodes are labeled with symbols from b@¥" andX. These elementary trees may be composed into
larger trees by the the operations of substitution and atlpm (see Figure 1). Substitution is the
attachment of an initial tree (such as that for ‘John’) at fitemtier of another tree, by identifying
the root of the initial tree with one of the host tree’s leaflas (marked with). Adjunction is the
attachment of an auxiliary tree (such as that for ‘quietigtd the interior of another tree, by removing
the entire subtree at one of the host tree’s internal nodssrting the auxiliary tree in its place, and
re-attaching the removed subtree at one of the auxiliag/stteaf nodes (marked witk). Nodes also
have non-recursive top and bottom feature structures whicst unify for a complete derivation.

Q[slept]
a [Jomuietly]
Q[slept] B[quietly]
Q[John] 1P
— — = A

/\

John VP quietly

slept

Figure 1: Substituting and adjoining TAG elementary trees.

Substitution and adjunction are typically used in linggistnalyses to represent the attachment of
arguments and modifiers to the predicates they modify (dseiexample above), but adjunction can
also be used in the other direction, to represent the attaichof bridge and raising predicates to the
arguments they predicate over. For example, in an analytiesentence,

Q) What does Mary think John seems to like?

the raising construction ‘seems’ adjoins into the tree fide’* between the subject and the verb, as
shown in Figure 2. Then the bridge construction ‘Mary thirddjoins onto the initial tree on the other

3This is a simplified formulation of the Feature-based TAGEge in (Vijay-Shanker, 1987), which are used as standard
in the world of TAGS; see e.g. (XTAG, 1998).



O[eat] CP

B[se‘em] /\

DP C

what /\

Figure 2:

Bthink]: atead

O[eat] Brseem] PBithink]

Blseem]

Q[eat]

Qfeat]

Bithink] Biseem]

Figure 3:



side of the subject, as shown in Figure 3. A derivation treeyws above each of the derived trees in
the figure, represents the process by which each derivedéreebtained, using nodes for elementary
trees and arcs for the substitutions and adjunctions tltaired between them.

One problem with this kind of derivation, first pointed out(lRambow, Weir, and Vijay-Shanker,
1995), is that although it comes close to matching the irawit notion of dependency, the derivation
for a sentence such as (1) will connect the bridge verb antbther verb, between which there are
no semantic dependencies, and will not connect the briddearel the raising verb, between which a
semantic dependency should exist.

22 2LTAGs

A 2LTAG is a pair of TAGS(G,G') = ((,NT,I,A,F,V,S), (X, X, I', A, F',T U AUN* S")).
We call the first member of the pair tlodject-levelgrammar, and the second member tineta-level
grammar. Both grammars have the same standard TAG conguositierations of substitution and
adjunction. The object-level grammar has no special cheriatics; the meta-level grammar has the
following properties:

e the set of labelsX, consists of only a single element;

o the set of features;”’, has only two elements, one of which resides in the bottortufeatruc-
ture of each node (for labels of elementary tree§fand the other of which resides in the top
feature structure of each node (for Gorn addré9ses

o the set of feature values consists of the labels of the tle@samd of Gorn addresses @,

e the yield functionf ¢+ reads the feature values of the nodes, rather than thels|abelerived
trees inG’ in order to produce derived trees Gf

We write meta-level elementary trees using the followingrgtand:

= x [addr : 7]
v T [tree: ]

Furthermore, we write for a term which can unify with any term of the forsf-].

The result that we want from this definition is that the treexipced byG’ look like derivation trees
of G. We define theree setof (G,G"), T ((G,G")), to bef ¢[T(G")], wheref ¢ is the yield function
of G andT (G') is the tree set ofy’. Thus, when the elementary trees in the meta-level grandthar
are combined, using the substitution and adjunction ojpass defined for TAG, the derived trees
can be interpreted as derivations for the object-level grant.

We can now produce a meta-level derivation tree for (1) whightesents the desired dependencies.
First, the meta-level auxiliary tre[seem| adjoins into the initial treed[like] to derive a tree where
the node labele@[seem] is betweenu[like] and S[like] (See Figure 4). Viewed as an object-level
derivation, this tree hag[seem| adjoined at node 2 of[like], and S[like] adjoined at node 2 of
Blseem]. Then A[think] substitutes intad3[seemn| to complete the meta-level derivation, adjoining
B[think] at the root (addresg of 5[seem] in the object-level derivation (Figure 5).

By way of explanation about the notation: we choose to entbeddabels of trees i as feature
values inG’ because we want ‘fundamentally related’ nodes to be able tddntified by substitution

“The Gorn address of a root nodesjsf a node has Gorn addresgsthen itsith child has Gorn address: i.
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or adjunction—for example, we want to allow ti#seenrrooted treeB[seem| to adjoin atg[eaf

in Figure 4—and if their labels were the strings[Seenfi and ‘Gleal’ this would preclude strict
adjunction. Whether a particular substitution or adjusretis licit—whethergjeaf can adjoin into
(B[seem, as the resulting object-level derivation tree of Figuredicates—is determined in the object-
level grammai. The choice of Gorn addresses on nodes versus on arcs is armotational variant:
the original on nodes, from (Weir, 1988), is more suitablediar purposes definitionally, although in
diagrams we have used the notationally more popular aringbe

Also, although the above analysis produces the correctndigoey links, the directions are inverted
in some cases. This is a disadvantage compared to, for eea@BIG; but since the directions are
consistently inverted, for applications like translatimnstatistical modeling, the particular choice of
direction is usually immaterial.

23 RF-2LTAGs

By itself, 2LTAG has more generative capacity and recognittomplexity than TAGs, but if the
meta-level derivations are restricted to a regular formg@s, 1994), the object-level derivations will
be restricted to a context free form like ordinary TAG detimas, so the generative capacity and
recognition complexity of the formalism will be constraihi® that of TAG.

The regular form condition of (Rogers, 1994) holds for anyGli\the elementary trees of that gram-
mar do not allow any cycles of possible internal spine adjondn derivation—that is, adjunction on
the path from the root to the foot but not at the root or the fifan elementary tree. Since the only
auxiliary meta-level trees used in this analysis (the tfeesaising constructions) do not have any
internal nodes, our grammar meets this condition.

3 Additional linguistic applications

3.1 Raising and subject-Aux inversion
A related problem occurs with the sentence
(2 Does Gabriel seem to eat gnocchi?

We assume, following Frank’s Condition on Extended Treeiality (1992), that the functional
headdoesmust occur in the same elementary tree as the lexical eamwith which it is associated.
But this is impossible in ordinary TAG because the subjeantds in the way. This is exactly parallel
to the previous example, where we wanted the complementiaéto be in the same tree asems
The solution employed there works here as well (Figure 6)siwgply assume that the CETM applies
to meta-level elementary trees instead of object-levehetaary trees.

A more familiar solution would be to use tree-local MCTAGdEie 7), in which a set of trees adjoins
simultaneously into a single elementary tree (assumingieaCETM applies to elementary tree sets
instead of individual elementary trees). But this solutifmes not extend to the following:

3) a | think that Gabriel seems to be likely to eat gnocchi.
b. Does Gabriel seem to be likely to eat gnocchi?

In both cases tree-locality is violated unless the the toediely adjoins at the foot of the tree for
seem(s)which is normally prohibited. More importantly for preseurposes, the derivation would
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Figure 4:

Aleat)

A[think]:
A[elat] Btk B[salem]
Biseem] Althink]
o ey
Blseem] S[L:em]
BV Bleat] Bithink] PBleat]

1P\ Bithink]

Blthink]

Figure 5:



Bip[does seem] alto eat] afto eat]

O N P
Bip[to eat]  app[gnocchi] Bip[doesseem]  app[gnocchi]
|1 |2

app[Gabriel] Bip[to eat]
|1
app[Gabriel]
CP IP CP
P N /\
C P DP P c P
Ty | |
does || /VP\ Gabriel to eat gnocchi does pp P
t V. Ip |
‘ Gabriel | VP
seem ‘ /\
t v P

seem  to eat gnocchi

Figure 6: 2LTAG derivation for sentence (2).

CP |’
| /\
c | VP
N | PN

C P t VvV P
| .

does seem |’*

Figure 7: A multicomponent tree set for sentence (2).



pBip[does seem] afto eat] afto eat]

‘2 2.2 € 2.2
,HIP* \ /\ . - /\ '
Bip[to be likely]  app[gnocchi] Bip[to be likely]  app[gnocchi]
| |
Bip[to eat] Bip[does seem]

| 1 2

app[Gabriel] Bip[to eat]
1
app[Gabriel]
CP P CP
/\ N /\
C P ¢ P
\ PN DP IP
does | VP | d P
N Gabriel : . S pp P
VAT to be likely to eat gnocchi ‘ /\
! Gabriel i

seem

VP
‘ /\
t
v IP
|

to be likely to eat gnocchi

Figure 8: 2LTAG derivation for sentence (3b).

not correctly reflect the dependenciestwould compose with the very highest raising verb.
But such sentences are not problematic for our 2LTAG arslgsi shown in Figure 3.1.

3.2 Theobject-level derivation tree

It is tempting to think of the object-level derivation treean intermediate structure, produced halfway
through the transmogrification of the meta-level derivati@e into the object-level derived tree.

But consider the case of context-free grammars. In a CF@aten, rewrite rules combine to form

a derived string, and this process is recorded in a derivdtae. It is reasonable to think of a CFG
derivation as the building of a derivation tree, followedbg application of a yield function to produce
a derived string. But it would be strange to conclude thatiémévation tree comes prior to the derived
string, because the derivation tree contains the derivedygin its leaves. All the yield function does
is read the leaves off in order; being grammar-independgistnot an extra step in the derivation but
the means of recovering the result of the derivation.

Similarly, Rogers (1997) introduces a notion of TAG derivattrees as three-dimensional trees in
which each node is not labeled with the nhame of an elementaey but has a tree of children cor-
responding to an elementary tree, just as each node in a Civ@tam tree has a string of children
corresponding to a rewrite rule. The derived tree (and ddrstring) are recoverable from these three-
dimensional trees by means of a grammar-independent yialdibn. Thus they integrate derivation
trees and derived trees into a single structure. Under #he that TAG derivation trees should rep-
resent dependencies, these structures provide an irgdgmrpresentation of dependency and con-
stituency.

Rogers generalizes this idea further to an infinite hiesaafimultidimensional trees and correspond-
ing formalisms. This hierarchy of formalisms correspora®\eir's multilevel TAG hierarchy. Thus

we can think of a 2LTAG derivation as the building of a foumginsional structure, followed by suc-
cessive applications of grammar-independent yield fonstito recover the information stored within
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them.

Like the three-dimensional trees produced by TAG, thesedouensional trees provide an integrated
representation of dependency and constituency. But thiéauhd level does not just provide a looser
coupling between the two so that both will come out right; deeived structures of 2LTAG actually
contain additional information which the grammar writen &ploit if he so chooses.

3.3 Raising and exceptional case marking

The object-level derivation which our analysis generatestivated by dependency considerations,
looks a bit unusual. In particular, the elementary tree Hergubject (in this case;pp[Gabriel]) can
stretch arbitrarily far away from the elementary tree fergtedicate (in this casefto eat]). Where it
ends up is below the elementary tree for the finite verb (is ¢hise 5 p[does seem]), that is, the verb
which assigns it case.

A similar thing happens when we try to analyze exceptionakaaarking. Observe that passivizing
an ECM verb yields a “raising passive”:

4 a There are believed to be two accomplices.
b. The cat was thought to be out of the bag.

So we can simply take the meta-level elementary treedemsand “depassivize” it by relabeling the
subject-position arc} with the object positionZ - 2), and adding a substitution node for the subject:

Bip[is believed)y 4 Bip[believes)y 4
|E = €N 22
Bip* Bird Bip*

Then just as with a raising verb, the elementary tree for tBdEubject will end up below the
elementary tree for the ECM verb, again, the verb which assigcase.

So case is always assigned downward on the object-levefatien tree. Unfortunately unlexicalized
trees likeB\p[to eat] prevent us from saying that case is only assigne@nimimediatedomination.
But we can propose the following generalization:

(5) Every DP receives case from the head of the lowest léxazhlelementary tree which domi-
nates it on the object-level derivation tree.

In GB case was assigned under government, which was defirsesamsewhat complicated common-
ancestor relationship. In XTAG case is assigned using ffeatwhich get passed in various ways:
usually it is assigned from the case-assigner down to thensegt, but for raising and ECM verbs,
case is passed up through the embedded verb’s elementargrtdethen back down to the subject
(XTAG, 1998; Kulick, 1997).

Under the present 2LTAG analysis, however, the object-sevation provides a much more straight-
forward way of characterizing the configurations under Whiase assignment takes place. This con-
straint limits the number of ways the grammar writer can fecdse features to a few simple possi-
bilities: in the object-level grammar, elementary treeadsel by nouns receive case; elementary trees
headed by case assigners pass case features to whateveutesbser adjoins at certain nodes; and
unlexicalized trees transmit case features.

11



4 Related approaches

RF-2LTAG follows other work in reconciling dependency amhstituency approaches to modeling
natural language. One such early integration involved wmyrkHays, 1964) and (Gaifman, 1965),

which showed that projective dependency grammars coulejpesented by CFGs. However, it is

known that there are common phenomena which require ngagbiree dependency grammars (Ka-

hane, Nasr, and Rambow, 1998), so looking only at projectiemendency grammars is inadequate.
Following the observation of TAG derivations’ similaritg tlependency relations, other formalisms
have also looked at relating dependency and constituemmpaghes to grammar formalisms.

A more recent instance is D-Tree Substitution Grammars (D&@mbow, Weir, and Vijay-Shanker,
1995). In this formalism the derivations are also integuleds dependency relations, and there is
an object-level representation which combines via theaijmers of subsertion and sister-adjunction.
Thought of in the terms of this paper, there is a clear pdraith RF-2LTAG, with a local set having
some yield function applied to it, although in the case of OD&IS not a composition of TAG yield
functions; the idea of non-immediate dominance also aggeadroth formalisms. The difference be-
tween the two is in the kinds of languages that they are ablfesaribe: DSG is both less and more
restrictive than RF-2LTAG. DSG can generate the languageNT-k for some arbitrank (that is,
{a;"a2™...a;"}), which makes it extremely powerful (by comparison, RF-2GIcan only generate
COUNT-4; and even if the metagrammar is not in regular form, 2LTAG only generate OUNT-8).
However, unlike RF-2LTAG it cannot generate the copy lagguéhat is{ww | w € X*} with X
some terminal alphabet); this may be problematic for a ftismamodeling natural language, given
the key role of the copy language in demonstrating that ahtanguage is not context-free (Shieber,
1985). RF-2LTAG is thus a more constrained relaxation ofitégon of immediate dominance in favor
of non-immediate dominance than is the case for DSG.

Another formalism of particular interest here is the Sege@djoining Grammar of (Kulick, 2000).
This generalization of TAG is characterized by an extensiotihe adjoining operation, motivated by
evidence in scrambling, clitic climbing and subject-tdjgat raising. Most interestingly, this exten-
sion to TAG, proposed on empirical grounds, is defined by apasition operation with constrained
non-immediate dominance links that looks quite similahtfbrmalism described in this paper, which
began purely from formal considerations and was then appdielata. This confluence suggests that
the ideas described here might be reaching towards somerde@mection.

5 Conclusion

From a theoretical perspective, integrating dependendycanstituency into a common framework is
an interesting exercise. It also, however, proves to beuusefmodeling otherwise problematic con-
structions, such as subject-auxiliary inversion and lerigigd raising verb interleaving, one application
of which resolves difficulties with the Synchronous TAG faiimm. Moreover, the formalism devel-
oped from theoretical considerations, presented in thpepaas similar properties to work developed
on empirical grounds, suggesting that this is worth furthgaloration.
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