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Abstract

Pairing structuraldescriptionan MT, syntax-senanticsinterfacesand so on becomesanore difficult the more
structurally different are the languaesinvolved; thereis, implicitly or explicitly, a processof ‘tree parsing’,
wherea structuraldescriptionis split into compaentsmallertreesfor transferrulesto be applied.Recentwork
haslooked at the constructionof transferrules,usingboth symbolicand statisticalapprachesthatrequirethe
pairing of groupsof several contiguaus nodesin structuraldescriptionsWe look at the casewherepairingsof
groupsof non-catiguousnodesare necessaryandpresentan efficient dynamicprogrammingalgorithmbased
on TAG anddraving on compilertheoryfor a decompositiorinto appropiate groupings. We thenexaminethe
formal propetiesof this algorithm,andshaow thatit is linearin the numberof nodesin thetreeandhasthesame
compleity asexisting algorithmsrequiringonly grougngsof contiguots hodes.

1 Introduction

Therearemary situationsin whichit is necessaryto relate two setsof strudures:machnetranslation,
parghrase mapping betwea syntax andsemants, andso on. Oftenthesearetrees andoften struc-
tural divergences aresignificant. Dorr (1994 presentsa classification of divergenesin MT, including
the strudural, andusesthe extent of the divergencedo argue for anexplicit semanit representaion.

Becausg of structuraldifferences, it is necessaryto usesometransbrmationoperdion in the pairing
of the trees In somecasesthis is dealtwith in an ad hoc manner althaugh thereare several differ-
entmodelsfor dealirg algoithmically with thesestrucural differencesthat have beenpropcsed.For
example in the structurepairing formalism basel on context-free derivations proposedfor MT by
Wu (1997), re-oering of righthandsidesin contet-free grammarrulesis allowed in orde to rep-
resen differencesin strucure; morerecently, Eisner(2003 hasuseda model of SynchramousTree
Substitition GrammargS-TSGs)asthe bass for a stochastc mappirg induction systemBroadly; this
takes a group of nodesin eachtreeandtreatsthemasa single unit in orderto be ableto pair treesof
differentstrucure.

Abeille etal. (1990, in preenting SynchonousTree Adjoining Grammar(S-TAG) asa formalism
for representng MT, notethatthe extent of the divergenesandconsquen restucturing will depend
ontheformalism chose: with aformdism suchasS-TAG, with its extendeddoman of locality which
incorporakes predcate-agumentstructure into the elemenary units of the grammay thereare fewer
divegences. Evenwith this minimisaion of divergencethrough chaice of represenétion, it is notthe
casethat the struduresto paired areisomorphic: the redefintion of S-TAG in Shieker (19%4) which
requresisomorphic(i.e. nodeto-node) derivationsis extendedin thatpape to include alsothe pairing
of groups of nodesin trees.
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Currentmodelsof treetransbrmation however, allow only the grouping of coniguous nodes for
the purpaseof pairing, andtherearesituaionswheregrougngs of non-contiguous nodes—but notjust
ary arhitrary groyps of non-contiguousnodes—arerequred.‘Parsing’atreewith agrammarmasdon
someformalism othe than CFGsor TSGswill thenpermitthe mappingof suchgroupings this can
be viewed asapgdying to the tree a meta-leel grammaralongthe lines of Dras(1999. For casesof
parsng treeswith groupingsof coniguous nodes,thereare standard efficient algarithmsin compiler
theay; however, thes do not exist for pairing of groupingsof non-contiguousnodes,andthis would
atfirst glance appea to requre morepowerful andslowermechaisms.

In this papemwe useTreeAdjoining Grammarastheformalism for captuing non-cntiguousgroup-
ings of nodesrequred by pairings;it haspropertiesthat, given certan condtions, allow an efficient
tree parsing algonthm. In Section2 we examine someexamplesof the types of grougngs required,;
in Section3 we give a brief overview of TAG; andin Section4, we preset a dynamic proggamming
algarithm that allows tree mapping with groupings of non-contiguous nodes, which is linear in the
numbe of nodes in the treeandhene asefficient asthatfor the contiguous case followed by some
disaussionof moregenerl quesionsrelatdto thenotion of treeparsing.

2 Pairing Structural Descriptions

The aim of this work is to decanposetreesinto grouwings of non-amntiguousnodesthat have been
identified asbeingin a corresponaencefor a transkerbasedtranshtion. The startng point for the pro-
cessis thusatreeassigedindependettly astheinput to the transkr, typically by a parser; whetherit
is adepemeng tree, TAG derivationtree,or other, isimmateral.

First, we will definemore predsely whatwe meanby groupings of coniguous nodes (QgCNs)and
growings of non-contiguous nodes (JNCNs). Taking nodes in a treeto be repregntedby Gorn ad-
dresest agCN N is a setof nodessud thatif two nodes with addressesp, , p» arein N, andthey
have largestcommonprefix p.., thenall nodes with addessp; sud thatp, is a prefix of p; andp; is a
prefixof p; or ps, mustbein N. A gNCNis ary setof nodesin atreethatis notagCN.

In this secton we will illustrate someof the situaions wherepairing of gNCNSsis requred. As an
exampleof the standard case of groupingsof gCNs,we give pair (1) from KoreanEnglishMT.

(1) pangun cak-ay
room-Top be-smal-DECL
Theroomis small.
For predcative adjectives,English usescopul be plusthe adjective, while Koreanuses only averb-
like lexical item. Embeddimg the adjectval construcionsfrom (1) within alarger context, pairedstruc-

TheGornaddres®f therootis ¢; theGornaddres®f the jth child of nodewith address isi-j, j € Ny. Forp, ¢ € Ny *,
q isaPREFIX of p if andonly if thereexistsanr € N * suchthatp = ¢ - r.
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Figure2: Pairsfor (2)

turesmight look lik e the lefthandside of Figure 12 Here,we would needto treatthe nodes for is and
small asasingle unit in orderto pair it with cakayo, sothegrouping of thenodesfor isandsmall would
bedesigratedagCN. If therewereaneedto groupis, small and B, this would bea gNCN.

Paired TAGs In pairingtwo TAGsfor MT, syntax-semaiics mappirg or pargphraseundertheredef-
inition of SynchranousTAG in Shiebe (1994) there mustbe anisomophismbetweerthe derivations
of two stringsto be paired. In TAG, for eat DERIVED TREE derived from smallerelemenary trees,

thereis a correspording DERIVATION TREE which desribesthe history of the derivation. This derva-

tion tree hasa numkber of similarities to depemeng trees,but is not exactly the same(Rambav and
Josh, 1997). In generdthere will not beanisomorghismbetweerntwo suchtreesfor ary of theabove
applcations,henceShiebe’s proposedextenson to allow “boundedsubdeivation” (which correspond
to gCNsin the context of derwvationtrees).However, he alsonotesthe possbility, further exploredin

DrasandBleam (2000, thatthe pairing of gNCNswill be neassaryAn exampletakenfrom thelatter
isin (2).

(2) ElI médicole quiem pode ... examina losdientes.
Thedocbr him-DAT wants to-beable... to-examinetheteeth

Thedocbor wantsto beable. . .to examinehis teeth

In this Spani$-English example,the clitic canclimb over an unlimited numbe of ‘trigger verbs’
(AissenandPerimutter1976) (indicatedby theellipsesin theexamplg, andfor certainTAG grammars
this cancorrespor to a pair of derivation treesasin Figure2. In this pair of trees,his correspond to
both los and the clitic le. Both his and los are fixed in relation to the root of the tree, but le is an
unbaunded distancefrom it, soit is not possble to form agCN in the Spanishireefor pairing without
theunbowndedandunreltedrecursvely-insertedverbs, hena requiling infinitely mary transferrules.

Paired dependency trees The sysdem of Hanetal. (2000) pairstwo dependercy trees basedon a
DeepSyntacic Structue (DSyntS)of MeaningText Theory (MTT) (Mel’ €uk, 1988, a depandeny
representaion compased of nodeslabelal by lexemesthat correspondto meaning-bearing words
(nowns, verbs,adjedives, adwerbs) and direded arcswith depemeng relaion labds. Transferrules
arealsorepresentd by DSyntStrees with variables® Thegod of this particular dependengy repregn-
tation is to minimise ‘spurious’ structural divergenes,suchaswhena preposition in onelanguageis

2\We usetheromanizatiorof Hanetal. (2000), for consisteng with our laterexample.

3The subjectis labeledas‘l’, thedirectobjectas'll’, theindirectobjectas'lil’, andotherobliqgueargumentsas‘IV’;
adjunctsarelabeledas‘ATTR’. Functionwords suchas determinerssemanticallyempty auxiliary verbsand grammatical
morphdogy arerepresentethroughfeatureson the nodelabels.
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Figure3: PairedDSyntSfor (3)
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Figure4: Correspndencefor (3)

representel by a verbalinflection in the other. However, somedivergencesstill occur, asin (1). The
trander rule thenrequresthatthe two nodesis andsmall pair with the single nodecakayo: atrarsfer
rule for Figure1, treaing themasa gCN, would be asin the righthandside of thatfigure* However,
thereareconstrucionswhich cannd be hardledin such away. Consicer thetranshtionpairin (3).

(83) Mary-ka Johni nwukwudul cohaha-ntako  malha-yess-i?
Mary—-Nom Johr-Nom who-AcC  like—-PRES—COMP say-PAST—Q

Who; did Mary saythatJom likest;?

Syntacically, who is depaxdenton the matrix clause verb, did in English,while semantially it is
an aigument of the subodinate verb likes, a caseof long distranceextraction (seeFigure 3). In the
DSyntS,did becanespart of say asa featue on the say node.Further who is dependenton say and
canonly belabekdasATTR sinceit is notanargumentof say. In theKoreanhowever, nwukwu (‘who’)
is still anobjed of cohaha (‘lik ") with its dependermy arclabded asll. So,atransferrule covering
long distanceextractedwho would needto include matrix andembeddd verls, asin thelefthandpair
of Figure4. But, becawselong distanceextradion is in principle unbaunded we would needto spedfy
all the possble cases, giving aninfinite numbe of transkr rules. Moreover, in the English DSyntS,
thereis noway to repreentthefactthatwho is a semanic argumentof likes, unlessaddtional featues
areusedto tracktheir relation.

Again, the key elemen in this probdem is that nodes that are cortiguous in the Englishtree (say,
who) arenot cortiguous in the correspomling Koreantree (malha, nwukwu); this, along with the TAG
example canbe seenasa cas of interveningmaterialbre&ing whatshauld be contiguous.

It canof coursebearguedthatanaltermative represenationwould bemoreappr@riatefor MT, where
who depenisfrom likes in thetree.We have usal the sygemof Hanet al. (2000 to illustratethis point
becaiseit is asysemthathasthe goal of exploring thefeasbilit y of a plug-and-gay archiectuse: that
is, necesarycompamentssuchasa parse are obtaned from elsewherewith a given output strucure
thatit is necessaryto use Giventhis,gNCNsarerequred eitherdirectly or indirectly. The cas of the
dired relation, usingthes struduresasthe basisfor a transer compaent,is illustratedalrealy in the

“$A is avariableslot for anadjectie.
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Figure5: Derivation treepair for example(4)

lefthandpair of Figure4; a pairing indirectly involving gNCNswould be requred in transformingthe
syntactic repregntatbn into a deeger semantt one (the one usedin trandation), asin the righthand
pair of Figure4. This latter is the sort of relaion that may needto be specfied, then,in a formalism
with multiple levels, suchasMTT.

In somecase it maybe possble to know which representéion will bestrucurally themostsuiteble
for aparticular applicationlike MT anda particular pairing of languagesandto be ableto specfy for
examplethe parser output representaion, or to modify the parser (althoughthis might be undegrable
for reasms of modulaity). However, this is not alwaysthe case aswe disaussin the next example.

Paraphrase Herewe useanexample,(4), from Dras(199), whereparaphragsarerepregntedby
pairing TAG derivationtrees (Figure5). This is againsimilar to the previousMT examples:in orde to
definea parafrasewherethe mostembeded clause becanesa sepaate sentnce,it is necessaryto
form agNCN (those nodesin boldin Figure5).

(4) Thejacket which collectedthe dustwhich coveredthefloor wastweed.
Thejacket which collectedthe dustwastweed.The dustcoveredthe floor.

Here,all othernodescorrespord oneto-orein thetrees sothegNCNsareclear Thiswill bethecase
in parafgrasefor mary different typesof represenéation: if thetreeon theleft hasthe mostembeded
clauserepresentedby the mostembeded subtee,therewill still be this problem of fixed relation to
the root vs unbounde relation; if the clause orderis represenédin the treein reverse with the most
embeded clause the oneclosestto theroot, there will be a paralkel probem with a paraghrasewhere
theleag embediednon-matrix clausebecanesa sepaiatesenence And unlike the caseof who above,
which representdion is bestis in gereral only a function of the pairing of the trees not sometling
innate to the grammarwhich geneatesanindividualtree.

Thusthereare a numbe of situationsin which gCNs are not sufiicient. Given that gCNs can be
representel by Tree Substtution Grammarsasin Eisner(2003), which arein fact TAGsthatdo not
allow precisly the kind of unbaundedphenomenadescibed by TAGs, this would suggestthat using
a TAG grammarto descibe the gNCNsin orderto decanposethetreeswould befeasble; andthisis
further aninteresting questionfor theoeeticalreamnsdescrbedbelow.

3 TAG Overview

TAG is a grammarformalism basel on trees ratherthan cortext free rules (Josh, 1987). Elementary
treesare of two types initial treesand auxiliary trees. Auxili ary treeshave a despnatedfoot node,
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marked with a*, whoselabelis the sameasthat of theroot. In Figure6, oy anday, areinitial trees

B isanauxiliary tree Thetreesarecombinel togetherby two opeations, subgitution andadjunction.
Under subsitution, a nodemarked for substtutior? in a tree+ is replacedby aninitial treewith the
samelabd at the root; unde adjunction, aninternal node in a tree is ‘split apat’, repacedby an
auxiliary tree with the samelabel at the root andfoot. In the DERIVED TREE for the string acbcba,

in Figure 6, copesof 3; have beenadjoinedeither at the root nodelabelled A of other nodesgs; or

ultimately atthe A nodeof «;; anay treehasbeen subdituted into eachg; treeat the node labeled

B. The deriation history is recadedin the DERIVATION TREE (Figure 6). It can be seenthat the
TAG propety of an ‘extendeddomainof locality’ canallow thetwo as in the gereratedstring to be
sepaatedby an abitray amountof intervening materal; this charateridic is usedfor representaion
of, for example,wH- pheromenawhenTAG derivedtreesareusedfor alinguistic repregntaton. Of
moreinterestfor usthan thederivedstring is the natue of the derivedtree:the branescontaning the
a nodesin thedervedtreearealsoseparéed by anarbitay distance.

In geneal, for linguistic represent#ion it is the derived treethatis used asthe primatry strucure of
representaion, sothelabeka, b, c would repregntwordsin atypical lexicalisedgranmarandthetrees
ay, ag andg; would representargumentstructureof these words However, we will usea TAG gram-
marasaway of charaterisng othersortsof trees,suchasTAG derivation treesor dependeny trees
thisis thusin a sensean extenson of the notion of the meta-level grammarof Dras(1999. Theideais
thento usea TAG grammarto breakdown sometreerepresentagion—which maybeadependemy tree,
a TAG derivation tree® or other—into componet treespossibly representhg non-contiguousgroup-
ings. Theaimis not to desribe every decanpositian into non-contiguousgroupings, only thosesuch
asthelangwage-elatedcasegpresertedin Section2; andthe useof TAG asrepregntaton allows for
the compleity resuts below. We now presem analgarithm for the decanpositionin Section4.

4 A TreeParsing Algorithm

4.1 Pattern Treesand Compilers

The processof bre&ing down aninput abstact syntax tree (AST) into comporent patten trees in
orde to geneateaninstruction set,is a standad onein compilers. The stardardtechiqueinvolvesa
bottom-uprewriting sysem (BURS),with the optimalinstruction setconstuctedby the dynamic pro-
grammingalgarithm of Proebstng (1995); seefor exampleGruneetal. (2000). Becaus of the nature

SSubstitutionsitesarecornvertionally marked with J.

5Notethatin MT basedon TAG, it is derivation treesthatarepairedfor transfer ratherthanderived trees,andit is this
derivationtreethatmustbe decompased;thatis, the procesof decompaitionis notjusta side-efect of the parsingto obtain
theinitial derived treerepresentationRather it canbe thought of asa TAG grammarsitting on anotherTAG grammay a
meta-lerel grammaiin the senseof Dras(1999.



oy (@4) S Qa5 (@5) JAYN

S (i a2) A~ A
A c A b
P P
A (Bi+a:i1,B8: +as.1,as) c ab a b
ag(@3): S B1(@3): A
A (,31+a1.1,,31+a5.1,a3,a5) b Af\ A/\b
Cc #,NA
A (ertopasd) b ay(@3): A @ (@3):  Aw
P P
4 b Al b ab

Figure7: AbstractSynta Treeandpattan trees

of proggamminglanguagesthe sortof paterntreesthatareallowed areonly groupings of contiguous
nodes; in effect, tree parsirg is allowed with a tree grammarconsisting of trees of possbly multiple
levels andallowing only conatenaion: this is equivalentto a TSG.Consicer an AST in Figure7 (ig-
noringtheanrotationsonthenodes,in parerthese¥, andtake for patten treesonly thoseinitial treesof
Figure7 (ay, ..., as). It canbeseenthatthe AST canbedecanposedn severalways,for exampk by
thesetof patierntrees{ oz, as, ag, ay } ortheset{as, as, as}. If thenumbesin parernhesesafterthe
labds (@c) arecorsiderel ascogs, anoptimal decanpositon canbedetemined(here {cz, a3, a5 }).

Now in Section4.2 we develop an algolithm basedon this which allows aninput AST (for us, a
derivation or depandeng strudure,for examplg to be broken into comporentnon-contiguous‘trees’
efficiently. Fromatheaeticd point of view this is interesting, asthe expectation would be thatsome
morecomplex mechamsmwould benecesary in muchthesameway thatallowing stretchingof paired
chaiactersin strings(say in thelanguageof nestel strings {d*b" | n > 0}, wheretheith a is matched
with the (n — i + 1)th b) canrot be perfomedby a finite stateautomabn but requires a pushdowvn
autanatonthroughtheaddtion of a stack here,it mightbe expededthata stackis similarly necessary
to keeptrack of theunbaundedelemaents.

4.2 Generalizingto Restricted Non-Contiguity

As afirst step we consitleronly casesvhereat ary nodeduring the treetraversal in the BURS there
is only potertially onegNCN atatime: that is, it is not possble to embedor overlapthese gNCNs.In
orde to explain this, consterfirst the examplebelov. Theinput AST (ignoring theannogtions onthe
nodes)is in Figure7; patten trees,in theform of a TAG grammar(with asseiated cods still indicated
by @c), arealsoin Figure7. The algorithm we usefor bottom-ip patiernmatcting, adgptedfrom that
of Gruneetal. (2000), is in Figure8.

For explanatory purpcses,we first look at the bottom up patten matching aspet of the algorithm.
First, we notionally split the patten treesinto a setof singlelevel trees,the SPLIT TREE SET, given
labds basedon Gorn addess.So, for exampk, oy is corsideral astwo trees «; (for the top half)
anda; .1 (for thebottom). Furthe, eachnodein thes treesis givenat ype, indicating which others
it canjoin with. This canbe a single valuefor treesthat were originally split (sothe A node in the
split would have the type a;.1), or one of four values sub, adj , bot h, none. For leaves of split
treesnot marked by singe values,nodes labeled with terminds are of type none, nodesmarked for
subditutionaremarkedsub, andfoot nodesaremarked adj . For rootsof splittrees, rootsof auxiliary
treesaremarked adj , null adjurction nodesmarked sub, andothers markedbot h.



PROCEDURE bu- mat ch (Node) FUNCTI ON mat ches (tree, annot)
I F Node has non-terninal |abel IF tree.label = annot. | abel

bu-match (Node.left) IF tree.type I N annot. | abel
bu- mat ch (Node. ri ght) OR annot . type = both
SET Node. annot -set TO get - annot - set (Node) OR tree.type = annot.type
ELSE RETURN true
SET Node. annot-set TO { (Node.type = none) } RETURN f al se
FUNCTI ON get - annot - set ( Node) FUNCTI ON new annot (tree, |-annot, r-annot)
SET a-set TO Enpty-set IF tree.left.type = adj
FOR EACH tree IN split tree set foot = |-annot
FOR EACH | -annot | N Node. | eft. annot - set IF tree.right.type = adj
FOR EACH r-annot | N Node. right.annot-set foot = r-annot
I F tree. |l abel = Node. | abel IF tree.cat = auxiliary
AND natches (tree.left, |-annot) RETURN t + foot
AND natches (tree.right, r-annot) ELSE
Insert newannot (tree, |-annot, r-annot) into a-set RETURN t

RETURN a- set

Figure8: Bottom-p pattegn matchirg

We thentraversethe AST bottom up, anrptating the nodes with those partsof patten treesthat can
appl, taking into accaunt both labelsandtypes of nodes. (Ignore, at this stage the costsindicatedby
@c.) ThelowestA nodeandits immediatechildrena andb could resut from the application of patiern
treeay ; equaly, it couldbethelower half of treesay or a5 (i.e. ;.1 or 5.1). Thenext higher A node
with its children A andb could resut from «ag; or from a5 (since theleft child A is anndatedwith
aj.1, indicating thatthe sulireefrom thatpoint cortainstheremairderof o5 ); or from ;. Herethere
aretheaddiional anndations +a; .17 and+a; .14 thisis becaseS; representamaterialthathassplit
ay or as into gNCNs(therole of auxiliary treesin TAG), andsoa; .1 anda;.1 arepermlatedup the
treeasarecad of the lower potertial gNCNSs.It is necesaryfor this to be attechedto the anndation
of anauxliary tree asauxiliary treesarethe only valid interveningmateral. At the next highe A the
samesituation holds Finally, the root S nodecaneithe resut from the applicationof oz, or of a;
with interposeal materid (indicatedby theleft child of S havingthelabd o;.1).

For the dynamic progammingalgorithm, costsare taken into accaunt. In compiers, this valueis
relatedto the costof theinstructions correspomling to the paterntree For this example,the coss are
not a function of arnything exterral; they do, however, capture the preferenceof larger patterntrees
over combindions of smallertrees which is desreabl; seeEstial etal. (1990). Tracingthroughthe
exampleagain then this time with cods, atthelowest A nodethe anndation o hascost3; the other
two annottionsay .1 andas.1, being partial paterntrees,have no cost. At the next higher A node,
the annottionsfg; + «;.1 andfs; + as.1 have cost3; as hascost6 (3 for the patten treeas, and
3 for theleft child asannottedin the previousstep; a5 hascod 5. As both « alternativesspanthe
samesubtre from this A node down, andhave the samereturn type (sub), it is possibleto discardthe
anndation oz, asit will alwaysbe cheaperto usea; atthis point, regardessof whathappensfurther
up thetree At the next higher A node,the anrotations 8; + «;.1 and3; + a5.1 have cost6, and
ag hascost8. Finally, atthe top S node,a2 hascost13 (5 for the pattern tree, 8 for the left child:
asthe paterntreecanonly accep aninitial treeastheleft child, only o is a suitable canddate);but
a; hascog 10 (4 for the patierntree 6 for the interveningauxliary treeg. Thealgorithm in Figure8
is modified so that any anrotation in an anndation setwith the samet ype but non-minimal costis
discarded.Thusthe derivation of the optimal tree parse top-down, would be o; with anadjunction of
B whichin turn hasanadjurction of 3;.

By obsevation, andjust asthe standad algorithm, this extersionis alsoO(n) time andspa@ com-
plexity in the numberof nodes This is not surpising, asthe restriction on non-embedding of gNCNs
occusif a TAG grammaiis restrictedto the normalform of Rogers(1994), sothatthetreesetis rec-
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ognizable in brief, in this normalform auxiliary treescamot embed,andsothe grammatris in effect
anequvalentbut variantform of CFGwhosesyntax allows a limited degreeof nonlocal behavior. (In
thegivenexample,it canbe seenthatit is not possble to embedrecusive material asall the auxiliary
treesareonly of height 1.)

However, despte linear compleity in the numberof nodes,the work doneandspa® usedarepro-
portional to the numbe of paterntrees A standrdtechriqueis to precompileall setsof anrotations;
asthereis afinite setof patten trees there will be afinite setof anndations—in the caseof the per
colatedanrotationsattacedto 8 anndations repregnting gNCNs,this is still true—it is alsopossble
here Thealgarithm is thenanimplement#éion of afinite-stae treeautanaton.

4.3 A Further Generalization

If embedlingis allowed,the algarithm is morecomplex. Conside the AST in Figure9 andthe pattern
treesin Figure9. Startingfrom thelowest A labd, theanndationswouldbea.1, f+a.1, 8+ 8.1+ a.1;
for anAST of arbitrary deph, theanndation wouldbe 8+ 8.1+ ...+ .1+ «.1. Clearly, afinite-date
tree automaon is not an apprgriate model it is not possble to premmpile the complete anndation
set.

If the pattern tree we wantto complée is only the mostembed@d—thatis, it is not possble to
overlap gNCNs—thiscorrespond to the operation of unrestricted TAG adjaining. Thatis, from the
example only the last 8.1 annottion is accessible so the obvious modelis a stak. The procedure
is thenanimplementéion of someform of bottom-1p tree pushdavn automatam (buTPDA) (Schimpf
andGallier, 1985, atreeautomadn augmermedwith a stack in the sameway a pushdovn autanaton
(PDA) is aafinite-gateautomabn (FSA) plus a stack.

A stardardbuTPDA is not quite theright model.SchimpfandGallier (1985) prove that TPDAs are
necessaryfor opefting on tree setswith coniext-free pathlanguage$ But they also prove tha the
yield of the class of tree languages accepted by buTPDASs is the indexed languages.For the nature
of gNCNs presetedin this paper the string languageshould be within the mildly context-sengtive
languagegMCSLs);thusthis type of TPDA is too powerful.

However, it is possble to restict the power of a TPDA so that the string languageacceped by
the autanatonis within the MCSLs. A proof is beyond the scoge of this paper but a sketch follows.
TPDAs ascurrently definedallow the stak to be accessibleat any point during the operdion of the

"Thepathlanguags for ASTsof theform in Figure9 is {SA*} which s regular But it is clearthatthe pathlanguag for
thegrammar{SA*} U {SA*BA*B... A*CA*CA* | numberof As andBsis equal, is contet-free.



autamaton.Thusit is possible for the stak to be accessedon different paths and so it is possble
for patts to be dependert (e.g.one pathin the treeis A", anotler is B™). Grammarshat geneate
MCSLs canrot have deperlentpaths (Weir, 1988). But if acces to the stackis restricted to a single
path—in the samemannerthat restricting stadk pasing to a single nonterminal child in anindexed
grammarproduwcesa linear indexed grammar(Gazda, 1988), which gereratedMCSLs—thepower of
the TPDA is suitebly restrided. The ideais related to the EmbeddedPushawn Automaton(EPDA)

of Vijay-Shanker (1987), although this is of course a string autanatonrather thana tree autanaton.
Regardles of this, it is still not possble to precompile the anrotation set,in the sameway a PDA
canrot be compiledout like an FSA,; so the algarithm is still O(n) time and spacecompleity in the
numbe of nodes, but is alsoproportional to the sizeof the grammar

5 Conclusion

In this paperwe have given examplesof situationsin the mappirg of treeswhereit is necesaryto pair
groupsof non-mntiguousnodes.We have shovn how sometypesof non-contiguity canberepresented
formally usingtheideaof agrammaito groupnodesin thetree;andthen, treding thisasasetof pattern
treesin the senseof a bottam-up rewriting system in compier theay, we have developedan efficient
algarithm for this tree decanposition. Futurework will involve looking at various practical aspets:
how in the BURS costscanbe detemined,beyond the gereralnotion of preferring larger patterntrees
over smaller;how bestto representprecampilation of anrotationsin the BURSalgoiithm; andsoon.
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